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Recusal and 
Disclosure

Rule 2.7. Responsibility to Decide

A judge shall hear and decide matters assigned to the judge, except 
when disqualification is required …

COMMENT
[1] Judges must be available to decide the matters that come 
before the court. Although there are times when disqualification is 
necessary to protect the rights of litigants and preserve public 
confidence in the independence, integrity, and impartiality of the 
judiciary, judges must be available to decide matters that come 
before the courts. Unwarranted disqualification may bring public 
disfavor to the court and to the judge personally. The dignity of 
the court, the judge’s respect for fulfillment of judicial duties, and 
a proper concern for the burdens that may be imposed upon the 
judge’s colleagues require that a judge not use disqualification to 
avoid cases that present difficult, controversial, or unpopular 
issues or involve difficult, controversial, or unpopular parties or 
lawyers.



Recusal and 
Disclosure

Each state has policy and rule to rely on for the mechanism 
and grounds for analyzing recusal. It is both an appellate and 
an ethics issue. One way to discuss the principle in all state 
courts is to analogize to the law on striking a juror for cause.

Definition of Challenge for Cause - A request to dismiss a 
prospective juror on the grounds that he or she cannot be fair 
and unbiased or is otherwise not capable of serving on a jury.

“[T]he existence of a state of mind on the part of the juror in 
reference to the case, or to any of the parties, which will 
prevent the juror from acting with entire impartiality, and without 
prejudice to the substantial rights of any party.“

If the judge determines during the voir dire process that any 
individual is unable or unwilling to hear the particular case at 
issue fairly and impartially, that individual should be removed 
from the panel. Such a determination may be made on motion 
of counsel or on the judge’s own initiative





Nevada's 
Guardians of 

Justice

By Claude.AI

From Carson City's courtrooms to Reno's halls, Nevada's judges stand righteous 
and tall. In Las Vegas, where the neon never sleeps, the scales of justice they 
faithfully keep.

They rise each morning to a docket filled; Their minds sharp-honed, 
professionally skilled. Through hours of testimony, evidence weighed, the 
foundation of fairness carefully laid.

In Elko and Winnemucca, though far apart, they serve with devotion and 
steadfast heart. From Henderson to Sparks, in chambers they ponder the weight 
of decisions they must not squander.

The Silver State's guardians, impartial and wise, See truth beyond emotion, 
beyond disguise. Democracy's defenders in black-robed array, Protecting our 
freedoms day after day.

In Mesquite, Boulder City, and Pahrump they preside, With the Constitution and 
law as their guide. When voices grow angry and tensions ignite, they stand as 
the bulwark for what's just and right.

Their burden is heavy, their calling profound, in their wisdom our civic virtues 
abound. Nevada's strength rests in these women and men, who uphold our laws 
again and again.



Some General 
AI 
Considerations

What kind of AI model is it?

Where/Who/How Competent is the 
“human in the loop”?

What guidance is available for AI 
governance and policy?

What can GenAI do well (with little risk to 
court users) and what is too risky or 
inappropriate to be used?



The GenAI Model



A Few General Differences in Models

• Open Large Language Models

• Closed AI Systems

• Is the model trying to “please” the user? Or will it say “there is not 
enough accurate information to answer the prompt?”



Human in the Loop



Human oversight of AI is vital to prevent bias 
and ensures human-centered justice.



Guidance for GenAI and the Courts 



ABA Resolution 112 (2019)

RESOLVED, That the American Bar Association urges courts and 
lawyers to address the emerging ethical and legal issues related to the 
usage of artificial intelligence (“AI”) in the practice of law including: (1) 
bias, explainability, and transparency of automated decisions made by 
AI; (2) ethical and beneficial usage of AI; and (3) controls and oversight 

of AI and the vendors that provide AI.



ABA Resolution 112 (2019)

1. Define AI.
2. AI use in the practice of law.
3. Essential for lawyers to know about AI and how to advise clients.
4. Lawyer ethics issues.
5. Questions for AI vendors.



American Bar Association Formal Opinion 512
July 29, 2024

“To ensure clients are protected, lawyers using generative artificial intelligence tools must 
fully consider their applicable ethical obligations, including their duties to provide 

competent legal representation, to protect client information, to communicate with 
clients, to supervise their employees and agents, to advance only meritorious claims and 

contentions, to ensure candor toward the tribunal, and to charge reasonable fees.”



Good, Bad, and Ugly –
GenAI can be all three















How to Get 
Started 

Using AI in 
the Court 

System

Select a few simple “low-
risks” tasks

Review Documents

Ensure permission and understand the terms of se 

Train staff and judges

Prepare for advanced tasks



Chatbots for justice: 
The impact of AI-
driven tech tools for 
pro se litigants

by Natalie 
Runyon Director / ESG 
content / Thomson 
Reuters Institute

Access to justice is a fundamental pillar 
of a fair and equitable society, yet only 
one-in-four respondents to the National 
Center for State Courts’ State of the 
States survey agreed that courts are doing 
enough to help individuals navigate the 
court system without an attorney. Many of 
these pro se litigants still face substantial 
barriers to accessing legal assistance.

However, AI-powered chatbots now offer 
a promising solution by providing timely, 
tailored legal information to those in need 
— and two early examples are the 
chatbots Beagle+ and AVA.



Chatbots for justice

AI-powered chatbots that provide self-represented litigants with accurate, 
user-friendly legal guidance are in use continue to be developed.

Beagle+ is a chatbot powered by generative AI (GenAI) and makes Canadian 
law accessible in plain language. In use in British Columbia. 

Testing and refinement led to a 99% accuracy rate in legal conversations.

The Alaska Court System (ACS) partnered with LawDroid and used a grant 
from NCSC to develop an AI-powered chatbot called the Alaska Virtual 
Assistant. The tool, which is in the final testing phase before launching, will 
help self-represented litigants navigate probate estate cases.



Chatbots for 
justice

• Focus on user needs during 
development

• Collaborate with an interdisciplinary 
team

• Use iterative testing and human review

• Continuously evaluate and improve the 
product

• Dedicate the resources properly  













The Main Ethical Issues



Ethical Issues - GenAI and the Courts 

Competence Ex Parte Rule 11

Confidentiality
Candor Towards 

the Tribunal

Reasonable Fees 
(Duty to use AI to 
help lower cost 

for clients?)



Judicial and Lawyer Ethics Require Competence

What do the Model Codes Demand?

1.1 Maintaining 
Competence

[8] To maintain the requisite 
knowledge and skill, a lawyer 

should keep abreast of changes in 
the law and its practice, including 
the benefits and risks associated 

with relevant technology…

2.5 Competence, Diligence, 
and Cooperation

[2]  A judge should seek the 
necessary… expertise, and 
resources to discharge all 

adjudicative and administrative 
responsibilities. 



Nevada Rules of Professional Conduct  

RULE 1.1 COMPETENCE

A lawyer shall provide competent representation to a client. Competent 
representation requires the legal knowledge, skill, thoroughness and 
preparation reasonably necessary for the representation.

Note: Nevada does not have comment [8] from the Model Code which 
specifically addresses competemce in technology.



Nevada Code of Judicial Conduct  

RULE 2.5 COMPETENCE, DILLIGENCE, and COOPERATION

(A) A judge shall perform judicial and administrative duties competently and diligently.

(B) A judge shall cooperate with other judges and court officials in the administration of 
court business.

Comment [1] Competence in the performance of judicial duties requires the legal 
knowledge, skill, thoroughness, and preparation reasonably necessary to perform a 
judge’s responsibilities of judicial office.



Elements of AI Competency

Have a basic 
understanding of 
AI capabilities and 
how these 
systems work

01
Understand how 
AI can assist with 
legal tasks (and 
when it cannot)

02
Understand and 
mitigate risk of 
hallucinations and 
logic failures

03
Understand how 
biased data can 
result in biased 
outcomes

04
Be competent in 
prompt 
engineering 
(practice, practice, 
practice)

05
Understand 
substantive issues 
that AI creates for 
your area of 
practice

06



GenAI and the Courts Task Force





Georgia Task Force

GenAI and the Code 
of Judicial Conduct  

“[E]valuate the current Code of Conduct to 
ensure it adequately guides judicial 
officers using AI in their duties, addressing 
issues of competency, ex parte, 
communications, confidentiality, and 
potential bias."



Nevada Rule 
2.9 on Ex Parte 
Communication

http://rack.0.mshcdn.com/media/ZgkyMDEyLzEyLzA0LzUyL2V1cm9wZXRhcmdlLmROUi5qcGcKcAl0aHVtYgk5NTB4NTM0IwplCWpwZw/4efc753f/74b/europe-targets-google-in-fresh-privacy-investigation-982f430daf.jpg

(C) A judge shall not 
investigate facts in a 
matter independently 
and shall consider only 
the evidence presented 
and any facts that may 
properly be judicially 
noticed. 

http://www.google.com/url?sa=i&rct=j&q=&esrc=s&frm=1&source=images&cd=&cad=rja&uact=8&docid=sndViigOuHB2gM&tbnid=2cmwkC28dV8wuM:&ved=0CAUQjRw&url=http://mashable.com/2012/02/29/europe-google-privacy-policy/&ei=vu-XU8qQFpalyASqy4CoDA&bvm=bv.68693194,d.aWw&psig=AFQjCNG2D-PLP2meLEy-pS3r8_RTVctxDQ&ust=1402552624110197


• The Appeal of GenAI for Language Access

• The enthusiasm for using genAI in court communication stems from noble 
intentions:

• The desire to communicate effectively

• The need to avoid delaying justice

• The goal of providing helpful information to court users

• While these motivations come from a good place, it's crucial to examine the 
limitations and hurdles of genAI as a solution for language access issues in the court 
system.



South Dakota 
Judiciary 
Guidance on 
Use of AI 
Interpretation

- South Dakota Unified Judicial System 
Generative Artificial Intelligence Guidance

AI applications, such as translator apps, should 
never be used in the courtroom or for any 

substantial conversation. They may be used for 
preliminary conversations at the front desk when 

determining what type of information or help 
someone is seeking.



Zach Zarnow, the NCSC 

Deputy Managing 

Director of the Access to 

Justice Team, has 

developed a series of 

questions to assist 

taskforces in their work:

What problem am I trying 
to solve? 

What is the population 
that we will be 

experimenting on? 

If things go wrong, who 
will be harmed and at 
what potential cost? 

What data privacy and 
security protections are in 

place, and do they meet 
the needs of this 

population and my court? 

What proof do I have that 
this AI tool works, and 

works well? 

Is this a sustainable tool? 
What proof do we have 

that it will be long lasting? 
Is it likely to improve? If 

not, will it regress.

Are there political 
consideration? Interpreter 
and court reporter unions? 
Supreme Court policy and 

Rules?



Case Examples



Kohls v. 
Ellison
24-cv-3754 
(LMP/DLM) 
(D. Minn. 
Jan. 10, 
2025)

Minnesota law prohibits, 
under certain circumstances, 
the dissemination of 
“deepfakes” with the intent to 
injure a political candidate or 
influence the result of an 
election. Plaintiffs challenge 
the statute on 1st A.  grounds 
and seek preliminary 
injunctive relief prohibiting its 
enforcement.

In opposition to Plaintiffs' 
preliminary-injunction 
motion, MN Attorney 
General submitted two 
expert declarations: One 
was from Jeff Hancock, 
Professor of Communication 
at Stanford University and 
Director of the Stanford 
Social Media Lab. His 
declaration generally offered 
background about artificial 
intelligence , deepfakes, and 
the dangers of deepfakes. 



Kohls v. 
Ellison
24-cv-3754 
(LMP/DLM) 
(D. Minn. 
Jan. 10, 
2025)

Professor Hancock 
subsequently admitted that his 
declaration inadvertently 
included citations to two non-
existent academic articles and 
incorrectly cited the authors of 
a third article. These errors 
apparently originated from 
Professor Hancock's use of a 
generative AI tool to draft his 
declaration. The tool provided 
fake citations to academic 
articles, which Professor 
Hancock failed to verify before 
including them in his 
declaration.

The AG acknowledged the fake 
citations in the Hancock 
Declaration while asserting that 
his office had no idea that the 
Hancock Declaration contained 
fake, AI-generated citations.  
Because the deadline to submit 
his response to Plaintiffs' 
preliminary-injunction motion 
had already elapsed, they 
requested the Court's leave to 
file an amended Hancock 
Declaration, citing excusable 
neglect to allow the late filing.  



Kohls v. 
Ellison
24-cv-3754 
(LMP/DLM) 
(D. Minn. 
Jan. 10, 
2025)

The irony. Professor 
Hancock, a credentialed 
expert on the dangers of AI 
and misinformation, has 
fallen victim to the siren call 
of relying too heavily on AI-in 
a case that revolves around 
the dangers of AI, no less.

[T]he fact remains that 
Professor Hancock 
submitted a declaration 
made under penalty of 
perjury with fake citations.

Indeed, the Court would 
expect greater diligence 
from attorneys, let alone an 
expert in AI misinformation 
at one of the country's 
most renowned academic 
institution.

The Court thus adds its 
voice to a growing chorus 
of courts around the 
country declaring the same 
message: verify AI-
generated content in legal 
submissions!



Kohls v. 
Ellison
24-cv-3754 
(LMP/DLM) 
(D. Minn. 
Jan. 10, 
2025)

The question, then, is what to 
do about the Hancock 
Declaration:

[G]iven that the Hancock 
Declaration's errors 
undermine its competence 
and credibility, the Court will 
exclude consideration of 
Professor Hancock's expert 
testimony in deciding 
Plaintiffs' preliminary-
injunction motion.

The AG is reminded 
that Fed.R.Civ.P. 11(b) 
imposes a “personal, 
nondelegable responsibility” 
to “validate the truth and 
legal reasonableness of the 
papers filed” in an action.

An “inquiry reasonable 
under the circumstances,” 
may require attorneys to ask 
their witnesses whether they 
have used AI in drafting their 
declarations and what they 
have done to verify any AI-
generated content.



Resources











Questions
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Work Areas 
for the CJE

Consulting 

Education  

Information  

International

New Platforms



Please take a moment to 

evaluate this session! 

SCAN THE QR CODE!  

Help us ensure that these conferences meet your educational needs. . .  

Or check your email for the website link.  
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